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Answer the questions by providing the most appropriate choice. Each correct answer will be given
4 points. Each wrong answer will be given —1 point.

1. (4%) Consider

2 -1 3 8 -3 —5
A=| 0o 45|, B=]0 1 2|, and C=
-2 14 4 -7 6

Which of the following equalities is invalid ?
(@) (A~ B)? = (B - A)?

(b) (AB~')"t = BA™

(c) (AB)? = A*B?

(d) (AB)C = A(BC)

(e) A(B+C)=AB+ AC

W = O
ar ~J b2

0O =W
—

2. (1%) Let matrix

35 —2 6 0]
12 -110
A=124 150
37 530
00 00 1]

The determinant of 24 is equal to

(a) -18
(b) -576
(c) -1152
(d) -192
(e) -288
3. (4%) Letu = (2,~2,3), v = (1,—3,4), and w = (3,6, —4); also || - || denotes the Euclidear.
norm operator. Which of the following expressions is of the smallest value ?
@ |lu+vi
() [| = 2uf| + 2[}v|
() ||3u—ov + w||
(d) 2u+v —wl|

® [
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4. (4%) Let A be an n X n matrix, and the transformation T4 : R" — R is the multiplication
by A. The matrix A is invertible. Which of the following statements is false 7
(a) The column vectors of A are linearly independent.
(b) The column vectors of A span- R".
(¢) The column vectors of A form a basis for R".
(d) A has rank n.
(e) A has nullity 1.

5. (4%) Which of the foltowing sets of vectors is orthonormal with respective to the Euclidean
inner product on R?? '

(@ (0,1),(2,0)
®) (=75 75 (75 75)
© (=& =5 (57
(d (0,0),(1,1)
e) (—1,0),(1,0)
6. (4%) LetT : R! — R? be the linear transformation given by the formula

T(Z‘l, I, T3, £L‘4) = (41131 + 25 — 2333 - 3$4, 2.’1,‘1 + o+ T3 — 4:134, 6121 — 9333 + 9&34).
Which of the following vectors is in the kernel of 7

(a) (1,2,2,0)

(b) (0: _41 1: 0)

() (0,0,0,1)

(d) (07 _87 21 0)

(C) (3: "8$ 2: O)

7. (4%) Which of the following statements is false?
(a) If matrices A and B have the same reduced row-echelon form, then they have the same row
space.
(b) If H is a subspace of R3, then there is a 3 x 3 matrix A such that H equals the column

space of A. |
(c) If Aism x n and rank(A) = m, then the linear transformation x — AX is one-to-one.

(d) If Ais m x n and the linear transformation x — Ax is onto, then rank(A) = m.
(e) A change-of-coordinates matrix is always invertible.

8. (4%) Suppose all vectors are in R" with the standard inner product space. Which of the fol-
lowing statements is false?
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(a) The set of all vectors in R™ orthogonal to one fixed vector is a subspace of R".
(b) If W is a subspace of R", then W and WL have no vectors in common.

(c) If {v1,Vva, v3} is an orthogonal set and if ¢;, ¢z, ¢3 are scalars, then {c1vy, cava, czva} is an
orthogonal set.
(d) If a square matrix has orthonormal columns, then it also has orthonormal rows.

(e) If W is a subspace, then ||projyyv]|? + |Iv — projwv|* = IvI®.
part 11 shtei¥ (stFR)

Show all your work. No partial credit will be given without computation details.

1. (10%) Express the matrix

0 17 8
A= 1 33 8
-2 -5 1 -8

in the form A = EFGR, where E, F, and G are elementary matrices, and R is in row-echelon
form.

2. (8%) Suppose that uj, uy and us form a linearly independent set, and define
vy =u; + uz +uz, Vz=u;+auy, and vz = up + Sus.

Find the conditions on « and 8 such that {vy, vy, v3} forms a linearly independent set.



HrtERXLATASLERATHERB L L XA A
RAH C ARIRER-BRARE FHE T PR
%16 | | 2R AYR

Part III K

1. (10%) K#EHH(491E 6 XEBE)Iikd T BLBEMK 01-49 F42:1E 6 ERBHATIVE - HF - A
BEE A AERR P B ES —~BESR . - RERATE 49K 6 KK T RREK - LHEH
CTH% o BN EBERT  wREZMUL (FZERSE) HFEHMb2 EARS (BHNKEAAE
AR B for i) FATR  BTHEMALRMANL - AT HUEBANFEARAG T RET K
WF& HMALAFTOSBQ)BEOMESNES VI FIHEAFTAEELBEER
&-Bu 5 5%)

L3 P& K

S | HEHSNEARRASEEE
AE | HPTERERIERH TR
28 | HFPEMRERIIELS

B | B EHARIERHHEHR

2. (10%) Consider the following conditional probability problem. When LAPD (Los Angeles Police
Department) caught suspects, LAPD would interrogate ({8 3) these suspects alone or all together.
The police will determine one of the above two interrogation strategies randomly and the
probabilities for these two strategies are 3/4 (interrogate alone) and 1/4 (interrogate all together),
respectively. Statistics show that the probability for a suspect to “Tell the Truth” is different under
these two strategies. Here, “Telling the Truth” means (1) the suspect admits his crime only when he
did commit the crime (2) the suspect denies when he did NOT commit the crime. Statistics also
showed that if the suspect is questioned alone, the probability is 1/6 for a suspect to tell the true. It
drops to 1/12 if he is questioned with other partners. Please find the probability for a suspect to tell
the truth.

3. (15%) Let X =(X,,X,,-,X,)be a length-n uniformly distributed binary random sequence. We
say X contains “m bursts” if there are m segments of successive ones in X . For instance, the
length-8 sequence (10110111) has 3 bursts and the length-7 sequence (0111101) has 2 bursts. What
is the probability that there are 2 bursts in a length-10 binary random sequence?

4. (15%) Let random variables W=X+2Y, Z=X-2Y where X and Y are two zero mean unit variance
Gaussian random variables with correlation coefficient p=-1/2.
(1). Find Prob{W=X}
(2). Find Prob{W>X}
(3). Find the marginal pdf. of W and Z.
(4). Find the correlation of W and Z.
(5). Are W and Z uncorrelated? Independent?
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1. AnFM signal can be expressed as u(t) = A4, cos (27r fit+2rnk, Lm(r)dr) , where m(t) is the message

signal. Assume that the bandwidth of m(¢) is W.Let f=(k /W)max [|m(t)|] . By Carson’s rule, the

approximation for the bandwidth of the modulated signal u(z) is
A) (B+1)W

By (B+)W/2

©) 4p+HW

D) 2(8+)W

(E) None of the above. .

2. Suppose that a nonlinear device has an input-output characteristic of the form v, (¢} = ayv,(f) + avi(t),

where v,(f) is the input signal and v, (¢} is the output signal, and the parameters @, and a, are
constant. Let W be the bandwidth of m(z) . If the input to the nonlinear device is
v.(t)=m(t)+ A cos(2z f#) and an ideal bandpass filter with bandwidth 2/ centeredat f=f, is

employed after the nonlinear device, determine the output signal.
(A) Am(@)

(B) 4g |:1 + -%fim(t)] cos(2x f 1)

4

(O) (2a,/a)A.m(t)cos(2r f 1)

®©) [ (2a,/a)Am(tycos2r f)it
(E) None of the above.

3. To reconstruct the original signal g(f) from the sampled signal g;(¢) = Z g(nT;)8(t —nT)), which of

the following statements is correct?

(A) The original signal may be reconstructed by passing the sampled signal through an envelope detector.

(B) No matter how fast of the sampling rate is, the original signal cannot be reconstructed from the
sampled signal.

(C) The original signal may be reconstructed by passing the sampled signal through a low pass filter.

(D) The original signal may be reconstructed by passing the sampled signal through a delta demodulator.

(B) None of the above. '
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A DSB-SC AM generator is given below. The signal s(z) is a periodic rectangular waveform with period
T, and duty cycle of 50% as shown in the lower part of the figure. Let f, =1/7, . Assume that the
bandwidth of the message signal m(f) is W with W << f,. Which of the following signal is NOT

possible to be generated by this circuit?

amplifier
ideal output
m(t) BPF signal

51

st

1

(A) m(t)sin(4z f 1)
(B) m(t)sin2z f,1)
(C) m(t)sin(6x £ 1)
(D) m(t)sin(10z £ 1)
(E) None of the above.

Let S§,(f) bethe power-spectral density of a random process X(¢).Passing X(¢) through a linear
system with frequency response H(f) results the output random process Y(¢). What is the power of
Y(#)?

W [ XOH(
®B) Sy(NH(S)
© [ ScNOIHWNI

@ [ S (NH(

® [ xOH(NIdf

Which of the following statements about source coding is false?

(A) The source coding theorem is one of the fundamental theorems of information theory introduced by
Shannon in 1948.

(B) Higher entropy the signal has, more bits are required to transmit this signal without loss.

(C) The mutual information between two discrete random variables is related to their conditional entropy.

(D)Huffman coding is lossless.

(E) None of the above.
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7. Let n(f) be a white Gaussian noise. Which of the following statements is false?
(A)Knowledge of the mean and autocorrelation of n(z) gives a complete description for n(?).
(B) If n(¢) is wide-sense stationary, it is also strict stationaiy.
(C) For jointly Gaussian process, uncorrelatedness is equivalent to independence.
(D) When n(f) passes through a filter, the output is a Gaussian noise.
(E) None of the above,

8. M-ary simplex waveforms can be constructed by M-ary orthogonal waveforms by

M
x, ()=x,() —ﬂ—}an (¢), where x,(t) denotes the M-ary orthogonal waveforms. Which of the following

n=]
statements is false?
(A) The simplex signal set has smailer energy than the waveforms in the orthogonal set.
(B) The distance between any two points in the simplex signal waveform is the same as that in the
orthogonal set.
(C) The simplex signal waveforms are independent of each other.
(D) The crosscorrelation coefficient between any two signal points is a constant dependent on M.
(E) None of the above. |

9. Consider a binary PAM signals in which the prior probabilities are P(s,) = p and P(s,)=1-p. When
these signals are transmitted and corrupted with AWGN, which of the following statements about the
optimum MAP detector is false? (Let the received signal and the estimated signal be r and £ , respectively)

(A) X = argmax(P(x, |r).

(B) & =argmax(f(r{x,)P(x,)).

(C) To compute the threshold of binary decision, the power spectrum of the channel noise should be
available.

(D)If p=0.5, % = argmin(r - x,,) .

(E) None of the above.

10. Under the same signal to noise ratio per bit, which of the following modulation signals has the lowest bit
error rate by coherent detection?
{A)Binary antipodal signals.
(B) Binary orthogonal signals.
(C)4-PAM signals
(D) 4-PSK signals.
(E) 4-QAM signals.
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1. (15 %) The stationary random process X(¢) is passed through an LTI system and the output process is
denoted by Y(z). Let the autocorrelation of X(f) be R (r).Find the output autocorrelation function and

the crosscorrelation function between the input and the output processes in each of the following cases.
(A) (5 %) A delay system with delay A.

(B) (5 %) A system with impulse response A(¢) = % .

(C) (5 %) A system with A(t) =e *'u(t) where a>0.

2. (10 %) An FM demodulator is shown in Figure 1. The input signal of the demodulator is given by

$(f) = A, cos (27; S+ 2k, Lm(r)dr) , where m(t) isthe message signal.

‘ v(ry = 95N u(t)
20 Wl Differentiator di,| Eovelope |
Detector
Figure 1.

(A) (5 %) Determine the signal w(¢).
(B) (5 %) Under what condition the message signal can be recovered using the envelope detector?

3. (10%) Consider the octal signal-point constellation in Figure 2.
(A) (5%) If the nearest neighbor signal points in 8-QAM constellation are separated by a distance of 2D
units, determine the radii of the inner and outer circles ( @ and b).
(B) (5%) Determine the average transmitter power for the two signal constellation. (Assume that all

signal points are equally probable).

-..\_\
b

D LR
NN

$-PSK 8-QAM

Figure 2.
4. (15%) An input signal x(f) with spectrum bandlimited to # Hz is passed through a lowpass channel which

1+ Bcos2a ft,, <l, W
is approximated by H(f) = A Fio lﬂ' . |f|
0 otherwise

>

(A) (5%) Show that the output y(¢) can be expressed as: y(f) = x(¢) +—§-[x(t —t)+x(t+4,)]-

(B) (5%) If 3(f) is passed through a filter matched to x(f), determine the output of the matched filter at
t =kT, k=0,%1,12,..., where T is the symbol duration.
(C) (5%) What is the ISI pattern resulting from the channel whent, =77
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Answer the questions by providing the most appropriate choice. Each correct answer will be given
4 points. Each wrong answer will be given —1 point.

1. (4%) Consider .
2 -1 3 8 -3 —b : 0 -2 3
A=| 0 45},B={0 1 2|,adC=1}1 7 4].
-2 14 4 -7 6
Which of the following equalities is invalid ?
(@) (A—B)?= (B - A)?
(b) (AB )"l = BA-!
{c) (AB)* = A?B?
(d) (AB)C = A(BC)
(e) A(B+C)=AB+ AC
2. (4%) Let matrix A be

S

li
[ow IR JUIN (& R R
SO =3 =
QU = = D
O W =
= I e B e I

The determinant of 24 is equal to

(a) -18
(b) -576
(c) -1152
(d) -192
(e) -288

3. (4%) Let A be an n x n matrix and det(A) be the determinant of A. Which of the following
statements is false ?

(a) If B is the matrix that results when a single row of A is multiplied by a scalar &, then
det(B) = kdet(A).

(b) If B is the matrix that results when two rows of A are interchanged, then det(B) =
—det(A). '

(c) If B is the matrix that results when a multiple of one row of A is added to another row,
then det(B) = det(A).

(d) If B is the matrix that results when two columns of A are interchanged, then det(B) =
—det(A).

Page 1 of 5 Please go on to the next page. ..
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(e) If A has two proportional columns, then det(A) # 0.

4. (4%) Letu = (2,~2,3),v = (1,-3,4), and w = (3,6, —4); also || - || denotes the Euclidean
norm operator. Which of the following expressions is of the smallest value ?
@) flu+ vl
(b) || = 2ul| +2{|v|
© [3u—5v+w]|
(d) 2|lu+v—wi

® |
5. (4%) Let ||u]| be the Euclidean norm of a vector u. Which of the following statements is false
?
(a) If |Ju + v||* = ||u||? + ||v||? then u and v are orthogonal.
(b) If u is orthogonal to v and w, then u is orthogonal to v + w.
(c) If u is orthogonal to v + w, then u is orthogonal to v and w.
(d) Hilu—v| =0,thenu=v.
(e) If |lku|| = k|Ju|| and u is not a zero vector, then k¥ > 0.
6. (4%) Which of the following statements is false ?
(a) If T : R* — R™ is a one-to-one linear transformation, then there are no distinct vectors
u and v in R” such that T(u — v) = 0.

(b) If T : R* — R™ is a linear operator, and if T'(x) = 2x for some vector x # 0, then A = 2
is an eigenvalue of 7. '

(c) If T maps R" into R™, and if T'(cyu + cpv) = ¢;T(u) + cT'(v) for all scalars ¢; and c;
and for all vectors u and v in R, then T is linear.

{(d) If T maps R" into R™, and T(0) = 0, then T is linear.
(e) f T : R* — R™ is a linear transformation, then 7°(0) = O.

7. (4%) The rank of matrix

-1 20 4 53
3 -72 0 14
A= 252 4 61
4 -9 2 -4 47
is equal to
(a) 0
(b) 1
(c) 2

Page 2 of 5 Please go on to the next page. ..
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(d) 3
(e) 4
8. (4%) Let A be an n x n matrix, and the transformation T4 : B* — R"™ is the multiplication

by A. The matrix A is invertible. Which of the following statements is false ?

(a) The column vectors of A are linearly independent.

(b) The column vectors of A span R".

(c) The column vectors of A form - a basis for RB".

(d) A has rank n.

(e) A has nullity 1.

9. (4%) Which of the following sets of vectors is orthonormal with respective to the Euclidean
inner product on R??

(@ (0,1),(2,0)

® -7 7% (57

© (=), (g, &)

(@) (0,0),(1,1)

(e) (-1,0),(1,0)
10. (4%) Which of the following expressions is in quadratic form?

(a) 5x% — 223 + 47129

() 23 — 722 + 23 + 41723

() 73 — 6x2 + =1 — 5x2

(d) (x; — 3z2)?

(e) z3 — 223 + 4y
11. (4%) Let T : R* — R be the linear transformation given by the formula

T(x1,Z3, T3, Ta) = (421 + T3 — 273 — 3%4, 20, + T2 + T3 — Az4, 621 — 973 + 9Z4).

Which of the following vectors is in the kernel of T'?

(a) (1,2,2,0)

(b) (0,—4,1,0)

() (0,0,0,1)

d) (0,-8,2,0)

e) (3,-8,2,0)
12. (4%) Which of the following statements is false?

Page 3of Please go on to the next page. ..
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(a) If matrices A and B have the same reduced row-echelon form, then they have the same row
space.

(b) If H is a subspace of R3, then there is a 3 x 3 matrix A such that H equals the column
space of A.

(c) If Ais m x n and rank(A) = m, then the linear transformation x — Ax is one-to-one.
(d) If A is m x n and the linear transformation x + Ax is onto, then rank(A) = m.

(e) A change-of-coordinates matrix is always invertible.
13. (4%) Let A and B be square matrices. Which of the following statements is false?

(a) If A is invertible and 1 is an eigenvalue for A, then 1 is also an eigenvalue for A1
(b) If A is row equivalent to the identity matrix I, then A is diagonalizable.
(c) If A contains a row or column of zeros, then 0 is an eigenvalue of A.
(d) Each eigenvector of A is also an eigenvector of A2,
(e) Each eigenvector of an invertible matrix A is also an eigenvector of AL
14. (4%) Let A and B be square matrices. Which of the following statements is true?
(a) The eigenvalues of an upper triangular matrix A are exactly the nonzero entries on the
diagonal of A.
(b) If a 5 x 5 matrix A has fewer than 5 distinct eigenvalues, then A is not diagonalizable.
(c) If A is diagonalizable, then the columns of A are linearly 'independent.
(d) A nonzero vector cannot cotrespond to two different eigenvalues of A.
(¢) A matrix A is invertible if and only if there is a coordinate system in which the transforma-

tion x +» Ax is represented by a diagonal matrix.

15. (4%) Suppose all vectors are in R™ with the standard inner product space. Which of the foi-
lowing statements is false?

(a) The set of all vectors in R™ orthogonal to one fixed vector is a subspace of K".

(b) If W is a subspace of R", then W and W have no vectors in common.

(c) If {v1, va, vs} is an orthogonal set and if ¢y, ¢z, c3 are scalars, then {c| vy, c2V2, c3V3} is an
orthogonal set.

(d) If a square matrix has orthonormal columns, then it also has orthonormal rows.

(e) If W is a subspace, then |jprojy,v||? + ||v — projy v|* = [|[v[|%.

Part 11

Show all your work. No partial credit will be given without computation details.

Page 4.of 5 Please go on to the next page. ..
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1. (10%) Express the matrix

0 17 8
A= 1 33 8
-2 -5 1 -8

in the form A = EFGR, where E, F, and G are elementary matrices, and R is in row-echelon
form.

2. (10%) Find a basis for the nullspace of

1 -1 3
A=1|5 -4 -4 |.
7 -6 2

3. (10%) Find the normalized ¢(J R-decomposition of

4. (10%) Suppose that uy, u; and uz form a linearly independent set, and define
vi=u +Uup+uz, Vvy=u;+auy, and vz=up;+ fus.

Find the conditions on « and 3 such that {vy, v¢, v3} forms a linearly independent set.

Page 5of 5 End of exam.
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1. (15%) The lifetime X of a light bulb is an exponential random

variable with parameter 1, i.e., f(x)=1e™*,x20

a. (5%) Suppose that10 new light bulbs are installed at time £==0.
Find the probability that all light bulbs are still working at time
t=3,

b. (10%) Prove that X does have memoryless property,

2. (0% Let G (z)=02z2/(1-0.8z) be the probability generating

function of discrete random variable X.
a. Find variance of X.
b. Find the pmfof X.

3. (20%) The random variable X and Y have the joint probability density function
(PAf) fo(x,y)=2"""0<y<x<w and the random variable V, W satisfy:
V=X+Y, X=W-2Y.

a. (5%) Find Prob(X=Y)

b. (5%) Find Prob(X>Y)

c. (5%) Find the marginal pdf. 1, (v}, fw(w)
d. (5%) Find the E[VW}LCOV(V,W)

4. (10%) Let 4and Bbe given events with P(4) >0, P(B) e (0.1)and P(4| B) all
known.
a. (5%) Determine P(A4| B°)in terms of these known quantities. (ps: B®is the
complement set of the event B)
b. (5%) If, in addition, A4 and B are mutually exclusive, what is the
relationship between P(A) and P(4]B8%)? (Express the relationship in
terms of the following four symbols: “27, “<¥, “="or “N/A” for no

definite relation)

5. (10%) A fair dice is tossed until 50 ones appear. Find the probability that at least
305 tosses will be necessary.

a. Derive the exact mathematic formula for this problem. (328 7] & X epT
FAEREBEER)

b. Express the approximated result in terms of Q-function

6. (10%) A fair coin is tossed 200 times.Find the probability that exactly 100 heads
are tossed.

a. Derive the exact mathematic formula for this problem. (4# %] H o X epT
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b. Express the approximated result in terms of Q-function

7. (10%) Let X =(X,,X,,--,X,)be a length-n uniformly distributed binary
random sequence. We say X contains “m bursts” if there are m segments of
successive ones in X . For instance, the length-8 sequence (10110111) has 3
bursts and the length-7 sequence (0111101) has 2 bursts. What is the probability
that there are 2 bursts in a length-10 binary random sequence?

8. (15%) LetX =cos®,Y =sin® where® is uniformly distributed in the interval
(0,27)
a. Find the correlation of X and Y.
b.Find f,{y|x)
c. Find E[¥]X]
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1. Towers of Hanoi: Move #» disks from peg A to peg B using peg MID
as needed. Only one disk at a time may be moved, and this disk must
be the top disk on a peg. A larger disk can never be placed on top of a
smaller disk.

a. (10 pt.) Find the shortest sequence of moves.

b. (10 pt.) If direct moves between A and B are disallowed, find the
shortest sequence of moves.
Hint: Each move must be to or from the peg MID.

c. (10 pt.) Show that, in the process of transferring a tower under the
restrictions of the preceding question, we will actually encounter
every properly stacked arrangement of n disks on three pegs.

Hint: There are 3" possible arrangements.

2. (10 pt.) Let G = (V, E) be an undirected graph or multigraph with no
isolated vertices. Prove: G has an Euler circuit if and only G is
connected and every vertex in G has even degree.

3. (10 pt.) Build a finite state machine to model a serial binary adder.
For example, let x = xsxyx3%x; = 00111 and y = y5y4y3y2y; = 01101
be binary numbers where x; and y; are the least significant bits. We
can use such a serial binary adder to obtain z = x + y, where
Z = Z574737Z; has the least significant bit z;. In this example,
z=x+y=10100.

X = XsXgX3X2X] —_— Serial

binary |, z= zs24Z32p7)
Y = Ysyaysy2y1 —pl  adder
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4. (15 pt.) Using “Indirect proof” to show “If 5n+4 is odd, then 7 is
odd”.

Hint: Show contrapositive of the implication.

5. A set is notated with its members and two braces. Let
T={m|mc{a,b,c,d}}.
a. (10 pt.) Show all the members of the set T.

b. (5 pt.) Show all the cardinality of the set T.

6. Let R;and R, be the relations on {m, n, p, g} given by
R1= {(ms p)a (ns n):r (nap), (Qs m)}9

Ry= {(m, m), (n, n), (p, n), (p, p), (g, M)}
a. (10 pt.) List the elements of the two composites of R; and R;,

including R;0 R,and R,0 R;.

b. (10 pt.) Determine whether the relations in (a) are equivalence
relations on {m, n, p, g} and describe your reasons.
Hint: A set with the equivalence relation is reflexive, symmetric and
transitive.



Y P ERXREATASZFERATREE £ A X AA
AR BMITESA-EBERE BE TR
20 - | % (R %5 A

I. (10 pt.) For a telephone system with m servers, the call blocking
probability P can be determined using the following FErlang-B
formula.

pm
Blocking probability P(m, p) =—;ﬂ-——/f’-~—!- , where m is a positive integer
>
={]
and factor p is a constant value. (Note that factorial 0!=1)

Write a recursive functions that calculates P(m, ). ( You may write a
single or multiple recursive subfunctions to determine P.)

2. The following adjacency matrix represents an undirected Graph G
with 6 vertices and 9 arcs. Those values are the arc weights.

A B C D E F
Vertex 4 [~ 7 3 - — -]
VertexB |7 - 2 6 -~ =
Vertex(C |3 2 - 3 4 -
VertexD|- 6 3 - 2 3
Vertex E|- - 4 2 - 5
Vertex F [- ~ - 3 5 —]

(5pt.) (a) Draw the topology of Graph G.

(5 pt.) (b) Determine the shortest path tree of Graph G (vertex A is
the tree root) and draw the tree.

(5 pt.) ( c) Determine the minimum spanning tree of Graph G.

(5 pt.) (d) Give the breadth-first traversal of Graph G starting from
vertex A.

(5 pt) (a) Suppose that we have the following key values: 8, 5, 4, 1,
9, 3, 7. Show the heap tree in array implementation after each value .
is sequentially inserted.

(10 pt) (b) Use the same data shown in (a) to demonstrate how heap
sort works for sorting the above numbers in decreasing order. Be sure
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to explain each step in detail.
(5 pt) (c) Analyze the complexity of heap sort in the Big-O notation.

4. Assume that you have some unknown number of records, and three
records are shown below. Assume the number of the data does not
exceed 1000. Try to use a hash table to store the content. In order to
design a hash with associated operations, answer the following

questions.
Sample data set with first 3 shown:
| ID Name
D123456789 { David
B234567890 Beth
Al112233445 Albert

(3pt.) (a) Use a pseudocode to define a data structure of a hash
table and explain your reason for such design.

(7pt.) (b) Design a hash function other than using a direct mapping.
Write the algorithm and explain why you believe your
function will avoid collision. '

(7pt.) (c) Design a collision resolution method. Write the probing
algorithm.

(5pt.) (d) Use your hash function to store the above 3 items into
your hash table. Draw the resulting table.

(3pt.) (e) Design another data that will cause collision. Use your
collision resolution method to resolve the collision and draw
the result.

5. Assume you have a text file containing an article (or a report) written
in many English sentences. You are asked to keep an account of how
many times each word appeared. Using a sentence, "This is a very
very beautiful day," as an example. The result will be as the following
table. Solve this problem by design a function which uses linked lists.
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Word C
this 1
is 1
a 1
2
1
1

very
beautiful

day

(5pt.) (a) Use pseudocode to define the data structure of the linked
list. '

(10pt ) (b) Assume that the entire text is aiready stored in a linked
list. Write the function to parse the text and count the word
occurrence. (Notes on the function: State your precondition
well. You can have any parameter of your choice. You can
assume what to return for your function.)

(10pt.) (C) Analyze your function and comment on its complexity.
Give the result in the Big-O notation. Be sure to state details.
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1. AnFM signal can be expressed as u(t)= 4, cos( 2xft+2nk, L m (r)dr) ,where m(t) is the message

signal. Assume that the bandwidth of m(t) is W.Let f§=(k,/W)max [|m(t)|:| . By Carson’s rule, the

approximation for the bandwidth of the modulated signal u(¢) is
A) B+HW

B) (B+DHW/2

©) aB+1)W

D) 2A8+1W

(E) None of the above.

2. Suppose that a nonlinear device has an input-output characteristic of the form v (t) = qv,(f) + a,vi(t),

where v,(f) is the input signal and v,(z) is the output signal, and the parameters a, and a, are
constant. Let W be the bandwidth of m(r). If the input to the nonlinear device is
v{t) =m(t)+ A,cos(2x f,t) and an ideal bandpass filter with bandwidth 2W centeredat f=f, is

employed after the nonlinear device, determine the output signal.
(A) A.m@)

B) Aaq [1 + 24, m(t)] cos(2x f.t)

a)

©) Qa,/a)Am(t)cos(2n ft)

©) [ (2a,/a)4m(t)cos2x f,1)dt
(E) None of the above.

3. To reconstruct the oniginal signal g(¢) from the sampled signal g,(¢) = Z g(nT)d(t —nT,), which of

the following statements is correct?

(A) The original signal may be reconstructed by passing the sampled signal through an envelope detector.

(B) No matter how fast of the sampling rate is, the original signal cannot be reconstructed from the
sampled signal.

(C)} The original signal may be reconstructed by passing the sampled signal through a low pass filter.

(D) The original signal may be reconstructed by passing the sampled signal through a delta demodulator.

(E) None of the above. '
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A DSB-SC AM generator is given below. The signal s(¢) is a periodic rectangular waveform with period
T, and duty cycle of 50% as shown in the lower part of the figure. Let f. =1/T,. Assume that the
bandwidth of the message signal m(r) is W with W << f,. Which of the following signal is NOT

possible to be generated by this circuit?

amplifier
ideal output
my) BPF | °* I > > signal
()
st
A
 ees
T, see

(A) m(t)sin(4z £1)
(B) m(t)sin(2z f1)
(C) m(t)sin(6x f1)
(D) m(2)sin(10z £ 1)
(E) None of the above.

Let Sy(f) be the power-spectral density of 2 random process X (7). Passing X(¢) through a linear
system with frequency response H(f) results the output random process Y (¢). What is the power of
Y(t)?

@) [ xmH(Ndf
®) Sy (NH(f)
© [ S,(NIHNF

©) [ S(NHHEF

® [ X@)|H()Pdf

Which of the following statements about source coding is false?

(A) The source coding theorem is one of the fundamental theorems of information theory introduced by
Shannon in 1948.

(B) Higher entropy the signal has, more bits are required to transmit this signal without loss.

(C) The mutual information between two discrete random variables is related to their conditional entropy.

(D)Huffiman coding is lossless. |

(E) None of the above.
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Let n(t) be a white Gaussian noise. Which of the following statements is false?
(A)Knowledge of the mean and autocorrelation of n(?) gives a complete description for n(z).
(B) If n(t) is wide-sense stationary, it is also strict stationary.

(C) For jointly Gaussian process, uncorrelatedness is equivalent to independence.

(D) When n(f) passes through a filter, the output is a Gaussian noise.

(E) None of the above.

M-ary  simplex waveforms can be constructed by M-ary orthogonal waveforms by

M
x,(t)=x, (t)——A-IEZx” (r), where x,(f} denotes the M-ary orthogonal waveforms. Which of the following

n=]
statements is false?
(A) The ‘simplex signal set has smaller energy than the waveforms in the orthogonal set.
(B) The distance between any two points in the simplex signal waveform is the same as that in the
orthogonal set.
(C) The simplex signal waveforms are independent of each other.
(D) The crosscorrelation coefficient between any two signal points is a constant dependent on M.
(E) None of the above.

Consider a binary PAM signals in which the prior probabilities are P(s,) = p and P(s,)=1-p. When
these signals are transmitted and corrupted with AWGN, which of the following statements about the
optimum MAP detector is false? (Let the received signal and the estimated signal be r and %, respectively)

(A) 2 =argmax(P(x, Ir).

B) x= argxmaX(f (rix,)P(x,)).

(C) To compute the threshold of binary decision, the power spectrum of the channel noise should be
available, ‘

(D)If p=0.5, & = arg min(r—x,, ).

(E) None of the above.

Under the same signal to noise ratio per bit, which of the following modulation signals has the lowest bit
error rate by coherent detection?

(A)Binary antipodal signals.

(B) Binary orthogonal signals.

(C)4-PAM signals

(D)4-PSK signals.

(E) 4-QAM signals,
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1. (15 %) The stationary random process X(¢) is passed through an LTI system and the output process is
denoted by Y(z). Let the autocorrelation of X(f) be R (7). Find the output autocorrelation function and

the crosscorrelation function between the input and the output processes in each of the following cases.
(A) (5 %) A delay system with delay A.

(B) (5 %) A system with impulse response A(t) = -} .

(C) (5 %) A system with A(f)=e ™ u(t) where a>0.

2. (10 %) An FM demodulator is shown in Figure 1. The input signal of the demodulator is given by

s(t) = A_cos (27: Jt+2rk, L m(r)dr) , where m(t) isthe message signal.

ds(t)
! vir)= n(r)
_EEQ_____-, Differentiator dty Envelope ———t
Detector

Figure 1.
(A} (5 %) Determine the signal v(¢). '
(B) (5 %) Under what condition the message signal can be recovered using the envelope detector?

3.  (10%) Consider the octal signal-point constellation in Figure 2.
(A) (5%) If the nearest neighbor signal points in 8-QAM consteliation are separated by a distance of 2D
units, determine the radii of the inner and outer circles ( a and b).
(B) (5%) Determine the average transmitter power for the two signal constellation. (Assume that all
signal points are equally probable).

N -
NN

8-PSK H-QAM

|

\ B,

Figure 2.
4. (15%) An input signal x(f) with spectrum bandlimited to # Hz is passed through a lowpass channel which

1 2z fty, |Bl<l, |f|SW
is approximated by H(f) = + Boos 2 fi, |ﬂ| - |f|
0 otherwise

L4

(A) (5%) Show that the output y(f) can be expressed as: y(¢) = x(¢)+ g—[x(t —t,) +x(t+1,)].

(B) (5%) If y(¢) is passed through a filter matched to x(f), determine the output of the matched filter at
t=kT, k=0,£1,12,..., where T is the symbol duration.
(C) (5%) What is the ISI pattern resulting from the channel whent, =7?
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1. (18 points) Suppose that there are N active nodes in an ALOHA network. Each
node transmits with probability p.

(a) Find the efficiency of the ALOHA network in terms of N and p.
(b) Find the value of p that maximizes the efficiency.

(c) Using the value of p found above, find the efficiency of ALOHA by letting N
approach infinity

2. (12 points) In 802.11 Wireless LAN MAC frames, there are four address fields.
The four address fields are used in conjunction with the “To AP/DS” and “From
AP/DS?” bits in the frame control field.

(a) When a frame is sent from a host C remotely in the Internet to staﬁon Avia

AP, what are the four addresses and the “To AP/DS” and “From AP/DS” bits
in the frame obscrvejd in the wireless LAN?

(b) When a frame is sent from station A to another station B in the same BSS via

AP, what are the four addresses and the “To AP/DS” and “From AP/DS” bits
in the frame transmitted by Station A?

@—-—zz.-

Suation A
802.11 WLAN T3
&

Station B

IP Address MAC address
Station A 140.123.115.100 | 00:21:91:aa:aa:aa |

Station B 140.123.115.102 | 00:21:91:bh:bb:bb
Host C 140.123.107.101 { 00:19:5b:ce:cc:ce

AP (wireless 00:21:91:ab:cd:ef
interface)

AP (Ethernet
interface)

00:03:3c:ab:cd:ef
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3. (8 points) Stop-and-Wait, Go-back-N, and Selective Repeat are three ARQ
protocols.
(a) What is the benefit of Go-back-N over Stop-and-Wait?
(b) What is the possible benefit of Selective Repeat over Go-back-N?

4. (12 points) Routers and bridges.
(a) Do routers have IP addresses? If so, how many?
(b) Do bridges have IP addresses? If so, how many?
(¢) What is the 32-bit binary equivalent of the IP address 223.27.124.27?

5. (15 points) Draw a picture with 200 English words to illustrate the differences
between Client-Sever architecture and P2P architecture.

6. (15 points) When we deal with firewall configurations, we need to decide which
FTP service (either active or passive FTP) should be used. To clarify this common
question, please define/compare the active and passive FTP services respectively.

7. (10 points) TCP connection is able to guarantee reliable data communications and
provide flow and congestion controls. However, UDP can be very useful in certain
situations. List 5 key advantages of using UDP.

8. (10 points) The Internet Assigned Numbers Authority (IANA) maintains the
official assignments of TCP/UDP port numbers for specific applications. Fill out
the application/protocol names for the well known ports at the following table:

Port Number Application/Protocol Name
80 Hypertext Transfer Protocol (HTTP)
21
22
23
25
443
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